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1 Evaluation on counting queries

In addition to the general-purpose SSE-based utility evaluation conducted and discussed in the body of the article, in this appendix we provide evaluation results for a specific data use, namely counting queries. The reason of focusing on this data use is that many related works on differentially-private data publishing aim at preserving the utility for counting queries over protected data [12–14, 1, 4, 7, 2].

We want to investigate how well our general-purpose method does for counting queries compared to methods that have been designed with this type of queries in mind.

1.1 Benchmark methods

As explained in Section 2 of the article, many related works aim at preserving the accuracy of query responses over the protected data by applying the noise required to fulfill differential privacy over counts or frequencies of records. To do so, the data domain is partitioned and the input record set is transformed into a contingency table (i.e. a frequency histogram), which accumulates record counts in each partition set. The partition does not violate differential privacy because it depends on the attribute domains rather than on the input data set. In the sequel we provide the implementation details of this family of methods for numerical and categorical data.

For numerical data (like our Census data set), whose attributes take continuous values and for which most records appear only once, we first generalize the attribute domains from continuous to interval-based. For the Census data set, we uniformly partitioned the joint domain of attribute values (defined in Section 5.1 of the article) into 100 intervals. This discretizes the continuous range of values and increases the count of the bin associated to each interval in the corresponding histogram. Differential privacy is not violated by this discretization, because the generalization does not depend on the input data set, but on the attribute domains. After that, the attribute values of records in each bin are replaced by the arithmetical mean of the corresponding interval. Then, geometric noise [5] (that is, the discrete version of Laplace noise) is added to the record count of each generalization in order to fulfill differential privacy. This approach covers in essence methods based on releasing differentially privacy contingency tables [2], histograms [12–14] or decomposed spatial data [10, 3, 9]; all of these methods rely on adding noise to record counts, rather than to the record values as our method does.

Given that a change of one record in the input data set could result in a change of the count of any partition set of records by at most one, the sensitivity that must be considered when adding noise for differential privacy is just 1. Since the added noise may be positive or negative, the record count for a partition might fall below zero after noise addition, in which case we recode it to zero. Doing so does not violate differential privacy, because recoding depends on the noise-added count alone. Even though this method focuses on retaining the utility on counting queries, it does not make any assumptions on the specific queries that will be performed (unlike [8, 6]).
For categorical data (like our Adult-Categorical data set), a similar procedure is applied but, since categorical data are already discrete and their attribute domains are typically small, we do not need the partition/generalization step. For the Adult-Categorical data set a histogram is directly created from the joint domain of the two attributes and geometric noise is added to the count of each bin of the histogram (again, the sensitivity of counts is one). As above, since the binning is defined on the attribute domains, rather than on the specific input data set, it does not violate differential privacy.

1.2 Evaluation measures

To evaluate the accuracy (i.e. utility) of counting queries in a general way, we used a well-known measure to compare the distributions of two histograms: the Earth Mover’s Distance [11]. This measure quantifies the total cost of transforming a histogram (in our case, the histogram corresponding to the differentially private data set) into another histogram (i.e. the histogram of the original data set), so that their frequency distributions (i.e. record counts) match. This is done by optimally ‘moving’ mismatching records between histogram bins according to a distance between records located at different histogram bins. To compute such a record distance, we used the Euclidean distance for numerical attributes and the semantic distance for categorical ones, as done in Section 5 of the article.

To evaluate the practical privacy of the differentially private outputs, the Record Linkage measure introduced in Section 5.2 of the article was employed.

1.3 Results and discussion

Evaluation results (Earth mover’s distance and RL) for the benchmark approach detailed in the previous section and for our proposal with the same \( \varepsilon \) and \( k \) values used in Section 5 of the article are depicted in Figures 1 and 2 for the Census and Adult-Categorical data sets, respectively. Since the benchmark methods described in the previous section do not depend on the parameter \( k \), they are represented with horizontal lines whose styles match the curves obtained with our proposal for the corresponding \( \varepsilon \) values.

Regarding the counting accuracy (i.e. Earth mover’s distance), we notice that the behavior of our method for both data sets is similar to what was observed in Section 5 for the SSE-based evaluations. For low \( \varepsilon \) values (0.01 and 0.1), the baseline noise is so high that even with the noise reduction provided by the prior microaggregation step, the accuracy of the output is hardly improved as \( k \) grows. For high \( \varepsilon \) values (1.0 and 10.0) there is an improvement of the counting accuracy as the microaggregation parameter \( k \) increases.

Comparing these results to those of the benchmark methods focused on counting queries, the following can be concluded:

- For \( \varepsilon = 0.01 \), the benchmark methods produce significantly less accurate results than those yielded by our method for both data sets (notice the log scale for the Y-axis). Since to fulfill differential privacy, noisy record counts may be produced for any possible value in the joint attribute domains, a potentially large number of low density histogram bins will be obtained. Thus, the low or zero record count corresponding to these partitions combined with the high noise required by 0.01-differential privacy produces highly inaccurate counts with regard to the original data set.
- For \( \varepsilon = 0.1 \), the benchmark methods outperform our proposal for both data sets, regardless of the value of the microaggregation parameter \( k \). This suggests that, for counting queries, if the \( \varepsilon \) parameter is relaxed enough, it may be preferable to modify record counts (as benchmark methods do) than record values (as done by our proposal).
- For \( \varepsilon = 1.0 \) and \( \varepsilon = 10.0 \), we observe significant differences between the two data sets:
  - For the Census numerical data set, the benchmark method yields about the same accuracy for \( \varepsilon = 1.0 \) and \( \varepsilon = 10.0 \). This is due to the accuracy penalty incurred by the discretization of continuous numerical values needed to create bins. In contrast, our proposal, which uses a \( k \)-anonymous microaggregation, is able to produce a distribution of values that is more similar to the original data: with \( \varepsilon = 1.0 \), it improves on the benchmark method for \( k > 72 \); with \( \varepsilon = 10.0 \), it improves on the benchmark for \( k > 24 \).
  - On the other hand, for the Adult-Categorical data set, the benchmark method produces near-perfect results, especially for \( \varepsilon = 10.0 \). Since the input attributes are already discrete and have domains with just a few possible values, no further discretization is needed and hence there is no utility loss associated to binning. Furthermore, the noise being added to counts is discrete. As a result, the output distribution looks very much like the original distribution. This behavior, however, has a negative impact on the practical privacy achieved, as discussed below.
Regarding the practical privacy of the protected data set (i.e. RL), we notice that, for all $\varepsilon$ values and for both data sets, our approach produces significantly less disclosure risk than the benchmark methods (again, notice the log scale for the Y-axis). Differences range from around 5 times lower RL for the Census data set and $\varepsilon = 10.0$ (with the highest $k$) to 100 times lower RL for the Adult-Categorical and $\varepsilon = 0.01$ (with the highest $k$). The reason is that, whereas benchmark methods modify record counts (leaving original values intact), our proposal adds noise to attribute values. As a result, our protected records are unlikely to unambiguously match any of the original ones, because all the attribute values have changed. In contrast, benchmark methods result in a practical privacy that is even weaker than the one obtained with the non-differentially private method (MDAV, see Figures 4(b) and 5(b) in Section 5 of the article).

1.4 Conclusion

In general, methods focused on counting queries have the advantage that, even for low $\varepsilon$ values, the protected output is highly accurate, thanks to the discrete nature and low sensitivity of the counts to which the noise is added.

A first drawback of such methods is that the practical privacy may be significantly compromised if the
ε parameter is relaxed too much, which may produce results that are almost identical to the original data, especially when original record values have not changed (such as in the categorical data set). Another drawback is the accuracy loss caused by the prior domain partition required to discretize continuous numerical data. In contrast, our approach adds noise to the record values rather than to their count, a procedure that outputs values that are similar but never identical to the original values; this clearly increases the practical privacy, as unequivocal record linkages are less likely to occur than for benchmark methods that do not alter record values. As a result, our approach strikes a better balance between practical utility (i.e. count accuracy) and practical privacy (i.e. RL) than benchmark methods.

In summary, even though our method aims at producing differentially private data sets regardless of their data uses, it is still able to offer reasonably accurate results for counting queries compared to the typical strategy followed by methods specifically aimed at this type of queries, while significantly reducing the practical risk of disclosure.
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